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6. Solution
To improve my evaluation of the twolibraries
performances, CIFAR100 would have been
used instead of CIFAR10 as the dataset. The
benefits of training the hybrid convolution
neural network with a larger dataset would
e have given the deep learning frameworks
more processing to do and the latency and
Test, record and .
evaluatetheCNN Record resultsin Desplay test well as accuracy metrics more of a challenge
model projectreport images f
performance to truly test the deep learning frameworks
capabilities and processing time.
Learning Curve Hyperparameters such as quantization to be
Dee; Maching Artificial g — T L i i i
(Deen I i L] o racy introduced toimprove testing process and
overall performance metrics.

1. Introduction 4. Testing
This project analyzed the performance of two machine learning frameworks using python. | produced an image
classification model by developing a hybrid Convolutional Neural Network, deployed the algorithm onto
TensorFlow and PyTorch. Testing the algorithm performances. TensorFlow and PyTorch models, particularly
with advanced architectures like CNNs, was a complex experience to achieve a grasp on Application
Programming Interface API. Hyperparameter tuning and optimization was implemented, the results | achieved a
latency reduction of 8.2% per image.
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